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Summary 
A procedure is outlined which utilizes parallel processing 

to solve the inviscid form of the average-passage equation 
system for multistage turbomachinery along with a description 
of its implementation in a FORTRAN computer code, 
MSTAGE. A scheme to reduce the central memory require- 
ments of the program is also detailed. Both the multitasking 
and I/O routines referred to in this paper are specific to the 
Cray X-MP line of computers and its associated SSD (Solid- 
State Disk). Results are presented for a simulation of a two- 
stage rocket engine fuel pump turbine. 

Introduction 
The desire of turbomachinery aerodynamicists to increase 

the performance of multistage machinery significantly beyond 
the limits of current machinery is forcing them to examine 
novel three-dimensional design concepts. To assess these 
concepts, flow models capable of resolving the three- 
dimensional flow field within a blade-row passage embedded 
in a multistage environment are needed. The choice of an 
appropriate flow model is by no means obvious, for a 
simulation based on the flow model must be computationally 
compatable with the speed and memory available on today’s 
supercomputers. At the same time it must provide a greater 
degree of comprehension of the flow field within a blade-row 
passage than the existing quasi-three-dimensional flow models. 
A proposed flow model which satisfies these constraints was 
detailed in reference 1. This flow model, referred to as the 
‘ ‘average-passage” flow model, describes the time-averaged 
flow field within a typical passage of a blade row. It may be 
derived from first principles through a series of averaging 
operators applied to the Navier-Stokes equations. Each blade 
row is thus associated with an “average-passage” flow field 
which, in addition to representing a time-averaged flow field, 
is also spatially periodic from blade passage to blade passage. 
Since nearly all axial flow turbomachinery is designed 
conceptually around such an averaged flow state, the average- 
passage model allows us to achieve three-dimensional 
resolution of a multistage configuration withinsthe computing 
resources available today. 

Based on a closure model for the inviscid form of the 
average-passage equation system (ref. 2), Celestina and 
Adamczyk developed a computer program to solve the flow 

field associated with a single stage configuration. This code 
was successful in calculating the invsicid flow through a high- 
speed counter-rotating propeller and a fan stage (refs. 2 and 3). 
Their solution strategy consisted of a nested iterative 
procedure. The inner loop evaluated the three-dimensional 
flow variables for a specific blade row based on a distribution 
of body forces, energy sources, energy correlations, and 
velocity correlations which accounted for the presence of the 
neighboring blade row. This was performed using a four-stage 
Runge-Kutta integration procedure (ref. 4), which converged 
the flow field to within a specified tolerance. Upon conver- 
gence of each blade-row simulation, the axisymmetric average 
of each blade-row’s solution was evaluated. The outer loop 
evaluated the discrepancy between the axisymmetric solutions. 
According to the closure model, the final axisymmetric 
solution associated with each blade row should converge to 
a single axisymmetric solution within a limit set by the 
computational mesh size. If the difference between the axisym- 
metric solutions was greater than a set tolerance, then the body 
forces, energy sources, energy correlations, and velocity 
correlations were recalculated for each blade row based on 
their respective estimated average-passage solution. The inner 
loop was then repeated by using the updated information. 
When the outer loop convergence criteria was met, the 
numerical simulation was terminated. 

The objective of this paper is to report on the extension of 
the previous single-stage work to multistage configurations and 
the application of multitasking to take advantage of multiple 
processor computer architectures. The present work also 
includes an improved treatment of the boundary conditions, 
the use of residual averaging to accelerate convergence, and 
large high-speed mass storage to ease central memory 
requirements. 

Governing Equations 
The three-dimensional average-passage equation system for 

a multiple blade row configuration can be written in cylindrical 
(2, r,O) coordinates as 

The vector u contains the flow variables density, axial, 
radial, and angular momenta, and total internal energy. The 
variable X is the neighboring blade-row blockage attributed 
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to its thickness. The value of this parameter ranges between 
zero and unity, unity being the value associated with a blade 
of zero thickness. The operator L( Xu) balances the mass, axial, 
radial, and angular momenta, and energy through a control 
volume. The source term ShKdVd is due to the cylindrical 
coordinate system, while SXSdVol contains the body forces, 
energy sources, and energy and velocity correlations associated 
with the neighboring blade rows. 

To advance the equations in time, a four-stage Runge-Kutta 
scheme is used. The scheme employed has been patterned after 
the work of Jameson, et a1 (ref. 4). Given information at time 
level n, the steps to advance to the next level n + 1 are 

! 

ua = U" - aAt[L(u") + D(u")] \ 
U' = U" - @At[L(u") + D(u")] 

UT = U" - yAt[L(u') + D(u")] 

u"+l = U" - Af[L(UY) + D(u")] / 
where a = 1/4, @ = 1/3, y = 1/2 and D(u) is the dissipation 
operator. The maximum permissible time-step for this scheme 
is restricted by the CFL stability limit. To enhance the 
convergence rate of this scheme, a local time-step is chosen 
based on the maximum CFL number commensurate with 
stability. To suppress odd-even point decoupling in the 
solution, dissipative terms are added to the equations. Jameson 
(ref. 4) suggested a blend of second and fourth difference 
smoothing operators. The present work makes use of this 
operator as adapted to the present equation system. The 
operator D(u) is decomposed into three spatial operators 

such that the dissipation in each direction can be evaluated 
separately. Further details are given in reference 3. 

It is well known that the formulation of the boundary 
condition for internal flow problems plays a critical role in 

the problems of interest in this paper we assume that the 
absolute flow field entering and exiting the computational 
domain is subsonic. This implies that four conditions must be 
specified at the upstream boundary and only one condition at 
the downstream boundary. 

Two models will be proposed for the inlet. The first is for 
an operating condition in which the relative Mach number is 
sufficiently high to cause the blade-row passage flow field to 
become choked. For this case we specify the inlet absolute 
total temperature distribution. With the total temperature and 
entropy given, all the remaining total conditions can be 
evaluated. The mass flow, however, remains free to evolve 
during the iteration procedure. The second model is only valid 
for operating conditions in which the passage flow fields are 
unchoked. Such operating conditions are the rule rather than 

I establishing the convergence rate of the iteration scheme. For 

the exception for multistage axial flow machinery. For these 
operating conditions we specify the mass flow per unit area 
entering the machine and the incoming entropy field. The total 
conditions are unspecified and evolve during the iteration 
procedure. This second boundary condition, when applicable, 
leads to a reduction in the number of iteration cycles required 
to reach a preassigned convergence level compared to the first 
model. This difference increases as the inlet Mach number 
of the flow field is reduced. Based on either model, the axial 
velocity component and the thermodynamic flow properties 
at the upstream boundary are recalculated based on a local 
unsteady one-dimensional flow approximation. The equation 
associated with this approximation is 

ac- ac- 
at az 
- + (v, - a)- (4) 

in which C is the well-known Riemann invariant. It is related 
to the axial velocity vz and speed of sound a by the equation 

The invariant C -  is associated with information coming from 
the interior of the computational domain. It is recalculated by 
solving equation (4) in time by using a four-stage Runge-Kutta 
integration procedure. The axial derivative is approximated 
by a backward difference operator. This Riemann invariant 
along with information supplied by the inlet flow models 
determines the speed of sound and the axial velocity 
component. The pressure, density, and temperature are 
updated based on the known value of the incoming entropy. 
The value of the velocity components parallel to the upstream 
boundary are assumed known. 

At the downstream boundary, simple radial equilibrium is 
enforced, 

The pressure is specified at the hub boundary and equation 
(6) is integrated radially toward the shroud by using the 
trapezoidal rule. The remaining flow variables are extrapolated 
from the interior. At periodic flow boundaries we require the 
flow to exhibit a spatial periodicity equal to the pitch of the 
blade row. Thus, any information required from a cell which 
lies adjacent to a periodic boundary and outside the 
computational domain is obtained from a cell which lies 
adjacent to the opposing periodic boundary but is inside the 
computational domain. 

Since the flux is zero on solid surfaces (hub, shroud, and 
blade) only the pressure need be known. This can be 
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determined from the interior by using an adaptation to the 
present system of equations of a normal pressure gradient 
condition developed by Rizzi (ref. 5).  Further numerical details 
can be found in references 1 to 3. 

The original work of Celestina and Adamczyk (ref. 3) used 
the simple scheme of local time-stepping to accelerate 
convergence. In this work we have also included the strategy 
of residual averaging as suggested by the work of Jameson 
(ref. 4) to accelerate the iteration process. This procedure 
permits the use of a local time-step beyond that allowed by 
the CFL condition. Its effect is to enhance the propagation 
of error out of the computational domain. 

The present solution algorithm requires each blade row to 
have a unique computational H-mesh describing its respective 
passage. However, all meshes must share common axial and 
radial coordinates as shown in figure 1. This eliminates 
interpolative error when information is passed between the 
individual flow field calculations. A grid generator satisfying 
these criteria was employed to create the meshes used by the 
solution algorithm (ref. 6). The configuration shown in 
figure 1 is a mesh for a two-stage rocket engine fuel pump 
turbine. The blade-to-blade view of the mesh at the hub for 
the first vane, first rotor, second vane, and second rotor is 
shown in figures 2 to 5 ,  respectively. 

1 
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Figure 1 .-Common axisymmetric mesh. 

Figure 2.-Blade-to-blade view of first vane mesh. 

Figure 3.-Blade-to-blade view of first rotor mesh. 

n 

Figure 4.-Blade-to-blade view of second vane mesh. 

Figure 5.-Blade-to-blade view of second rotor mesh. 

Mu1 tit asking 
The inner loop procedure described previously executes the 

flow field calculations one blade row at a time. Although the 
computational time required for a single stage simulation may 
not be significantly greater than that for an isolated blade row, 
if one were to attempt a simulation of an N-blade-row 
configuration, the wall-clock time for such a calculation with 
a single processor might be impractical. The advent of today’s 
multiprocessor computer alleviates this problem. 

When deciding whether a parallel algorithm is suitable for 
multitasking, one of the determining factors is the level of data 
dependence the individual tasks have on one another. One 
primary goal is to have as few variables as possible shared 
between tasks. The converse of the preceeding statement would 
necessitate variables being “locked” by the first task able to 
access them. This would result in tasks spending a great deal 
of time in an idle state waiting for “locked” variables to be 
released. The inner loop of the solution procedure turns out 
to be an ideal candidate for parallel processing. Each blade 
row has its own set of flow variables and a unique computa- 
tional mesh. The only time data are shared between the 
individual flow field calculations is immediately before 
entering the inner loop. Because of this independence, an N- 
blade-row simulation running on a dedicated N-processor 
computer should use approximately the same wall-clock time 
as a single-blade-row simulation since over 97 percent of the 
computational work is performed in the inner loop. 

The parallel algorithm was implemented with Cray multi- 
tasking constructs. At the time of this writing, there has been 
no standard multitasked version of FORTRAN released. The 
Cray multitasking software contains the FORTRAN callable 
routine TSKSTART which spins off a task to an available 
processor and TSKWAIT which returns control to the main 
program after completion of the task. The program MSTAGE 
makes use of these routines in three areas. First, after the input 
parameters are read in by the code, a task is created for each 
blade row to set up the file containing the mesh, surface area, 
volume, flow, and body force data which is to be used during 
the remainder of the program. After this is completed, the two 
level solution procedure is begun. The inner loop, which 
calculates the individual flow field solutions, is performed for 
each blade row as an individual task. This is repeated until 
the outer loop of the solution procedure has converged to 
within a certain tolerance. Lastly, output from each of the flow 
field calculations is performed as concurrent tasks. 
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Data Storage 
Having developed a strategy for reducing the wall-clock time 

required for an N-blade-row simulation, we find ourselves 
concerned that such a simulation may extend beyond the 
memory capacity of today’s supercomputers. Since each blade 
row requires its own set of flow variables and mesh 
coordinates, one would need memory well above one hundred 
million words for a serious multistage simulation. One possible 
solution is to take the flow field and mesh quantities, which 
were previously kept in three-dimensional arrays, and store 
them as a series of two-dimensional arrays stacked on one 
another. In this way only the planes of data which are currently 
needed by the solution procedure would have to lie in central 
memory; at other times they could remain out on secondary 
storage in a random access file. 

Because the solution procedure requires that axisymmetric 
data communicate between the neighboring blade rows, the 
flow fields are calculated by using H-meshes which share 
common axial and radial coordinates, but have theta values 
specific to the blade row being simulated. As the number of 
blade rows increases, the axial dimension becomes the largest 
of the three. In order to make use of this long vector length, 
data is stored on radially indexed planes which run from hub 
to tip. Storing the data in this manner also permits easy 
implementation of the periodic boundary condition. 

Five files are required by MSTAGE for each blade row. 
The mesh coordinate file, flow field restart file, body force 
restart file, random access file, and the printed output file are 
each assigned one FORTRAN unit number. There are 100 
available unit numbers in the current level of Cray FORTRAN, 
so if 5 are required by each blade row, a maximum of 20 
blade rows can be numerically simulated by the code. Data 
which are stored in the random access file include the current 

iteration, filtered flow field quantities, cell coordinates, 
volumes, surface areas, local time-step values, body force 
quantities, and the axisymmetric flow field quantities. 

Extensive use of the Cray random access I/O routines 
READDR and WRITDR are made throughout the code to 
transfer data planes to and from the random access files on 
the SSD. These are direct-to-disk routines which deal with 
unblocked records to eliminate the overhead of blocking and 
unblocking usually performed by the operating system. To 
further reduce the overhead of the YO operations, asynchronous 
I/O is performed wherever possible. Storage of the data planes 
in central memory is accomplished through the Cray multi- 
tasking feature TASK COMMON. This allows each task to 
create common blocks which are local to the task. Currently 
the algorithm requires a maximum of three data planes for 
the mesh coordinates, three data planes for the cell surface 
areas, and four data planes for the flow field variables, 
volumes, and local time-steps at each field point. To avoid 
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I flow field quantities, flow field quantities from the previous 

having to copy information down the data plane stack as the 
algorithm sweeps through the radial direction, the POINTER 
feature of Cray FORTRAN is used. This allows the memory 
location assigned to a data plane to be changed dynamically. 

Results 
The results presented in this section are for the rocket engine 

fuel pump turbine noted previously. This turbine has two stages 
with 41,63,39, and 59 blades in the first, second, third, and 
fourth blade rows, respectively. The first and third blade rows 
are stationary, while the second and fourth rotate on a common 
shaft. The absolute Mach number of the flow entering and 
leaving the turbine is 0.15 and 0.25, respectively. The exit 
to inlet static pressure ratio is 0.5671. These operating 
conditions were inferred from overall engine performance 
data. Detailed blade-row performance data are not available 
partly because of the small size of the turbine and the hostile 
environment in which it operates. The average-passage model 
provides a means to assess each blade-row’s performance 
including a description of the three-dimensional flow field 
within each blade-row passage. This information is critical in 
order to establish any potential turbine design shortcomings 
which could compromise either the rocket motor performance 
or its integrity. 

The following simulations were made on a Cray X-MP 416 
(4 processors, 16 million word memory) with an 
accompanying 512 million word SSD. The color figures were 
also produced on the same computer using the graphics 
package MOVIE.BYU. Each mesh used in the simulations 
consisted of 110 points in the axial direction, 11 points in the 
radial direction, and 11 points in the circumferential direction. 
Each blade surface had 15 points in the axial direction and 
11 points in the radial direction. Mesh points were packed at 
the leading and trailing edges of the blades using a geometric 
progression formula. 

The first simulation assummed a uniform inlet flow field 
boundary condition. The solution procedure was started by 
numerically simulating the four blade rows sequentially, while 
using a uniform flow field as an initial condition. Starting the 
simulation in this manner insured that the flow entering each 
blade row was at the proper incidence angle, and thus helped 
to stabilize the convergence of the solution. Once this was 
accomplished, the inner loop proceeded as a set of 4 parallel 
tasks, each performing 750 iterations of its respective blade- 
row simulation. At the completion of every outer loop 
iteration, the difference between the axisymmetric components 
of all blade-row pair combinations was calculated. The 
magnitude of this difference was measured by constructing 
an L1 norm for all of the permutations. As noted previously, 
the model used to estimate the body forces, energy sources 
and correlations which account for the presence of neighboring 
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blade rows, limits the magnitude to which these differences 
can be reduced. This bound is set by the truncation error 
associated with the artificial dissipation of the iteration 
procedure. The outer loop convergence history is shown in 
figure 6. After five iterations of the outer loop, the L1 norm 
of the residual approaches an asymptotic limit indicating that 
the simulation is complete. A comparison of the convergence 
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Figure 6.-Outer loop convergence (uniform inlet boundary condition). 
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Figure 7.--Inner loop convergence (first swap). 
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Figure I.-Inner loop convergence (tenth swap). 

history of the inner loop procedure is made in figures 7 and 8. 
The L2 norms of the individual solution residuals have dropped 
more than two orders of magnitude by the 10th iteration of 
the outer loop procedure as compared to the 1st iteration. 
Figure 9 shows the resulting pressure distribution on each of 
the four blade rows and the hub surface. The figure is color 
coded so that red represents regions of high pressure and blue 
represents regions of low pressure. The pressure distribution 
on each blade appears to be nearly two-dimensional because 
variations in the radial direction are slight. 

Each iteration of the outer loop procedure required 941 sec 
with each individual task consuming 235 sec. The total CPU 
time of the first simulation, consisting of 10 outer loop 
iterations, was 10 350 sec. In order to analyze the multitasking 
aspects of the code and deduce algorithm efficiency, an 
identical run was made with all data stored in central memory 
to neutralize the effects of I/O to and from the SSD. This was 
accomplished through the use of a subroutine which mimicked 
the I/O routines by transfering data between the data planes 
and a large three-dimensional array which substituted for the 
SSD. Operating in this mode increased the CPU time of each 
iteration of the outer loop to 1884 sec and the total simulation 
CPU time to 20 850 sec because of the pseudo I/O operations. 
Running in a dedicated mode on the X-MP 416, this in-core 
simulation required 6.6 million words of main memory. It was 
completed in 5369 wall-clock sec by using all four processors 
operating with an efficiency of over 97 percent. Employing 
the SSD reduced the memory required to 1.7 million words, 
but increased the wall-clock time for the simulation to 19 482 
wall-clock sec; thus the efficiency of processor use was 
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Figure 9.-Two-stage turbine hub and blade surface pressure distribution. 

10-1 
lowered to 14 percent. This was not the fault of the algorithm, 
but was due to several other factors which included overhead 
by the operating system during I/O operations, running under 
a single-threaded operating system, and a limit of four 
processors and two high-speed channels to the SSD. As future 

the code utilizing high-speed secondary storage should 
approach the ideal processor efficiency rate. Although the 
version of the code utilizing the SSD yielded poor processor 
efficiency on a dedicated machine, there are benefits when 
running it in a multi-user batch environment. This occurs 
because of the lower memory required by the program and 
the ability of other user’s tasks to make use of idle processors 
during I/O operations. 

hardware and software products address these limiting factors, 
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! The second simulation run with the code employed a 
nonuniform inlet boundary condition, consisting of a total 
temperature profile which was distorted in the radial direction 
to approximate the exit flow field of a combustor. The solution 
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procedure was started by using the flow field generated by 3 2  
the previous simulation as an initial solution. Once again, as 0 10 20 30 40 50 
can be seen in figure 10, after 25 iterations of the outer loop SWAP NUMBER 

procedure the L1 norm of the residual becomes asymptotic Figure 1O.--oUter loop convergence (nonuniform inlet boundary condition). 
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Figure 1 1  .--Inner loop convergence (first swap). 

indicating that the simulation is complete. A comparison of 
the convergence history of the inner loop procedure is made 
in figures 11 and 12. The L2 norms of the individual solution 
residuals have dropped more than two orders of magnitude 
by the 50th iteration of the outer loop procedure compared 
to the initial iteration. Total CPU time consumed for the second 
simulation was 47 990 sec. Both the first and second 
simulations were run well beyond the time necessary for a 
complete simulation in order to show the asymptotic nature 
of the outer loop procedure. 

The next set of color figures depicts the evolution of a total 
temperature distortion through the fuel pump turbine. The total 
temperature profiles are color coded so that red denotes regions 
of hot gas and blue denotes regions of cold gas. Figure 13 
shows the profile midway through the first vane. The cross- 
passage profile is nearly independent of tangential position, 
and is nearly equal to that at the inlet. The lack of any 
significant variations in the tangential direction is a 
consequence of the total pressure field being uniform at the 
inlet, which precludes the development of any secondary or 
streamwise vorticity. Figure 14 shows the cross-passage total 
temperature profile midway through the first rotor. Within a 
rotating passage streamwise vorticity can be generated by a 
radial gradient of both total temperature and wheel speed. In 
the tip region these two mechanisms reinforce one another, 
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v) W 0: 

8 
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Figure 12.--lnner loop convergence (fiftieth swap). 

whereas in the hub region they oppose each other. The result 
is that streamwise vorticity is generated in the tip region and 
suppressed at the hub. The total temperature field is transported 
by the velocity field set up by the streamwise vorticity field; 
hence in the tip region the hot gas stream is convected up the 
pressure surface while the cold gas stream is convected down 
the suction surface. In the hub, where the generation of 
secondary vorticity is suppressed, little spanwise transport is 
observed. Upon exiting the first rotor, the total pressure field 
is no longer uniform. Any nonunifomity in the radial direction 
will produce additional streamwise vorticity within the second 
vane. This will cause a further redistribution of the total 
temperature field, as shown in figure 15. The cross-passage 
profile is midway through the second vane. Figure 16 shows 
the cross-passage profile midway through the second rotor. 
Once again the streamwise vorticity field causes the hot gas 
to be convected radially up the pressure surface, while the cold 
gas is convected radially down the suction surface. 

These results show that inviscid mixing as a result of 
streamwise vorticity generation can produce significant 
temperature differences between the suction and pressure side 
of a blade. This difference can lead to local regions of high 
thermal stress which can cause blade failure. The ability to 
capture the physics associated with this inviscid mixing process 
is a key element in increasing the durability of turbine blades. 



Figure 15.-Total temperature distortion in the second vane at midpassage. 

Figure 16.-Total temperature distortion in the second rotor at midpassage. 
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Conclusions 
Three-dimensional flow field simulation of multistage 

turbomachinery is possible today through the solution of the 
average-passage equation system on multiprocessor computers. 
Multitasking of the solution algorithm has eliminated the real- 
time computational restrictions, and the utilization of modem, 
high-speed secondary storage puts the problem within the 
memory limitations of today’s supercomputers. A code has 
been developed and successfully used on a Cray X-MP 
computer to simulate the inviscid flow through a two-stage 
turbine. 

I 
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